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Abstract: There is no definite information among ulama, about the beginning of the Prophet's hadith forgery, but this problem has spread and responded to the community. The purpose of the hadith counterfeiters are various motives and motivations, the factors that encourage them to falsify the hadith are to defend certain interests: defending political interests, defending theology, defending fiqh madzhab, attracting people who hear their stories, to dignify others, encourage others are more persistent in worshiping and destroying Islam. Determining the level of hadith requires a long process because we have to read the entire hadith and know the perawi and sanad. This problem requires a solution to overcome it. Through this research, search and analysis of the model was carried out using the Naïve Bayes (NB) algorithm and the Decision Tree algorithm (C4.5). Evaluation is done by comparing two algorithms. Based on the results of the study found that the Decision Tree Algorithm (C4.5) has a higher accuracy rate of 7.81% of the Naïve Bayes Classifier Algorithm.
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INTRODUCTION

Hadith as a source of law in the Islamic religion has a second position at the level of the source of law under the Qur’aan. Hadith literally means words or conversation. In Islamic terminology, the term hadith means to report/record a statement and behavior of the Prophet ( ﷺ). But at this time the word hadith experienced an expansion of meaning so that it was synonymous with the Sunnah, it could mean all words, deeds, provisions, and approval of the Prophet ( ﷺ) which were made as provisions or laws. The word hadith itself is not an infinitive word, then the word is a noun included in the category of hadith is atsar, which is something that is leaning on the companions of the Prophet ( ﷺ) and also taqrir, namely the state of the Prophet ( ﷺ) who silenced, does not hold objections or approves what the friends have done or said before him. Throughout his life, Rasulullah was always there to answer various questions and problems faced by the people at any time. Therefore, no person has made a record regarding his statement. In fact, Rasulullah forbade his people to write something if it was not Al - Qur’an. Because he feared that people will mix Al-Quran with its words besides revelation. As a result, the greatest pressure regarding writing is placed on the recording of the Qur’aanic verses. However, there are many authentic narratives collected by the Hadith scholars who prove that the Hadith is recorded in writing even during the lifetime of the Prophet ( ﷺ).

To be able to know a hadith into a certain level is not easy, it is necessary to read the whole of the hadith then find out about the narrators and sanad of the hadith. The level of the hadith is saheeh, dhaif, dhaifjiddan, bathil, munkar, maudhu. This is what makes it difficult to determine a hadith level, while many people cannot understand the narrators and sanad. Problems often occur with people who want to know the truth of the information from the hadith that is read. Based on these problems an alternative can be taken by utilizing data mining techniques by comparing 2 methods for the classification of hadith levels using the Decision Tree (C4.5) and Naïve Bayes methods. With hope, after processing with data mining can help provide information about the truth of the hadith. The research conducted is by tracing the words in a text from the hadith, then comparing the accuracy of the information from using Decision Tree (C4.5) and Naïve Bayes algorithms.
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RELATED WORK

In this section, we present important studies that have been carried out in hadith data mining analysis, decision tree (C4.5) and naïve bayes algorithms. The reason for this study was due to the lack of complexity of analysis in determining the level of hadith.

Naïve Bayes

The Naïve Bayes algorithm is a classification method using probability and statistical methods. The Naïve Bayes algorithm predicts opportunities based on existing data so that it is known as the Bayes Theorem. Bayes's theorem is used to calculate posterior probabilities, \( P(c \mid x) \), from \( P(c) \), \( P(x) \), and \( P(x \mid c) \). The classifier carried out by Naïve Bayes is by analyzing the effect of the \( (x) \) predictor value on a particular class \( (c) \) does not depend on other predictor values. This analogy is also called the conditional dependency class.

\[
P(c \mid x) = \frac{P(x \mid c)P(c)}{P(x)}
\]

- \( P(c \mid x) \) is a posterior probability (target) which is given a predictor value (attribute).
- \( P(c) \) is the prior probability of class.
- \( P(x \mid c) \) is the probability of predictor probability which is then given a class.
- \( P(x) \) is the prior probability of predictor.

Numerical variables must be transformed into existing categories before it forms its own frequency table. The other option is to distribute numeric variables to estimate the frequency. An example is to assume a normal distribution for numeric variables. The probability density function is for a normal distribution which is then defined by two parameters (mean and standard deviation).

\[
\mu = \frac{1}{n} \sum_{i=1}^{n} x_i
\]

\[
\sigma = \left[ \frac{1}{n-1} \sum_{i=1}^{n} (x_i - \mu)^2 \right]^{0.5}
\]

\[
f(x) = \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}
\]

Profit information as the amount of information the district by each attribute can provide an explanation of how predictor values affect the probability of class.

\[
\log_2 P(c \mid x) - \log_2 P(c)
\]

Decision Tree (C4.5)

C4.5 data mining algorithm is one of the algorithms used to classify or segment or classify and be predictive. Selection of good attributes is an attribute that allows getting the smallest decision tree size. Or attributes that can separate objects according to their class. Heuristically the attribute selected is the attribute that produces the most "purest" node. The size of the purity is expressed by the level of impurity, and to calculate it, can be done using the concept of Entropy, Entropy states the impurity of a collection of objects.

\[
\text{Entropy} (S) = \sum_{j=1}^{k} - p_j \ log_2 p_j
\]

- \( S \) is a case set
- \( k \) is the number of partitions \( S \)
- \( p_j \) is the probability obtained from Sum (Yes) divided by the Total Case
Information gain is the most popular criterion for attribute selection. The C4.5 algorithm is the development of the ID3 algorithm. Because of this development, the C4.5 algorithm has the same basic working principles as the ID3 algorithm. It’s just that in the C4.5 algorithm the attribute selection is done by using Gain Ratio with the formula:

\[
gain\text{ ratio}(a) = \frac{gain(a)}{\text{split}(a)}
\]

- a = attribute
- gain (a) = information gain on attribute a
- \(\text{split}(a)\) = split information in attribute a

Attributes with the highest Gain Ratio value are selected as test attributes for vertices. With gain is information gain. This approach applies normalization to information gain by using what is called split information. SplitInfo states entropy or potential information with the formula:

\[
\text{SplitInfo}(S,A) = -\sum_{i=1}^{k} \frac{S_i}{S} \log_{2} \left( \frac{S_i}{S} \right)
\]

- \(S =\) space (data) sample used for training
- \(A =\) attribute
- \(S_i =\) number of samples for attributes \(i\)

where \(X_i\) represents the \(i\) subset in sample \(X\).

\[
\text{Gain} (A) = \text{Entropi} (S) - \sum_{i=1}^{k} \frac{|S_i|}{|S|} \times \text{Entropi}(S_i)
\]

S = space (data) sample used for training.

A = attribute.

\(|S_i| =\) the number of samples for the value of \(V\).

\(|S| =\) number of all data samples.

Entropy \((S_i) =\) entropy for samples that have a value of \(i\)

**Data and Text Mining**

The difference between data mining, association rule mining, and text mining is that in text mining, patterns are extracted from natural language text, but data mining and association rule mining patterns are extracted from databases. The steps in the mining process are (Chiwara):

- **Text**: This represents the given target document for mining in text format.
- **Text processing**: This step concern to text clean up, format, tokenize and others.
- **Text transformation (attribute generation)**: Generates attributes from text that has been processed based on the text provided
- **Attribute selection**: Select attributes for mining data because not all attributes produced will be suitable for mining
- **Data Mining (Pattern discovery)**: Mine the selected attribute and then extract it according to the desired pattern.
- **Interpretation and evaluation**: This is about what you are looking for in the next step, i.e. terminate, results that are perfect for the application that you want and so on.

Many people do not know the difference between data mining and knowledge discovery, others think that data mining is the main stage of the Knowledge Discovery in Database (KDD) process. KDD is based on the whole process that extracts useful knowledge from the amount of data available. Including evaluations to make decisions about what is a requirement to become a knowledge. Whereas data mining refers to the application of algorithms to extract patterns from the data. KDD’s steps are as follows,

- **Data Cleaning**: Removing noise or outliers which interferes with data retrieval and inconsistent.
- **Data Integration**: Combining data from considerable data sources
- **Data Selection**: Relevant data by processing data from existing databases.
- **Data Transformation**: Transforming or entering data into desired forms for data mining by conducting operations or aggregation.
- **Data Mining**: Applying intelligent methods to extract data patterns that it have.
- **Pattern Evaluation**: Evaluating data pattern which exists.
Knowledge Presentation: Representing knowledge collected.

RESULTS AND DISCUSSIONS

In this study, an application program was made using PHP's Programming language with the SQL database. In the application created, each algorithm has been included in the application.

In the Naïve Bayes experiment, it was carried out by entering the search keywords for the available hadith with the number of datasets as many as 148 hadiths. The following is an example of the hadith used as one of the research datasets.

Matan:

עתה־אלאיראשליילאלאיווהскоלאלאיווהскоלאלאיווהскоלאלאיווהскоלאלאיווהסקו
(לַּשָּׁלֵל)

Translate in Indonesian:
Dari Ali Radhiayallahu 'Anhu, Rasulullah Shallallahu 'Alaihi Wasallam bersabda: "Janganlah kamu mendahulukan orang-orang yang bodoh dari kamu (untuk menjadi iman) dalam shalat, juga janganlah mendahulukan untuk shalat atas jenazahmu sesungguhnya mereka adalah utusanmu untuk Rabbmu."

The experimental results of the database that have been obtained using the Naïve Bayes algorithm are as follows:

Table 1: The obtained results from Naïve Bayes experiments

<table>
<thead>
<tr>
<th>Words</th>
<th>The Accuracy of Averages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rasullullah</td>
<td>88.32%</td>
</tr>
<tr>
<td>Shalat</td>
<td>78.31%</td>
</tr>
<tr>
<td>Air</td>
<td>69.54%</td>
</tr>
<tr>
<td>Allah</td>
<td>94.50%</td>
</tr>
<tr>
<td>Telah menceritakan kepada kami</td>
<td>60.20%</td>
</tr>
<tr>
<td>berbicara dusta</td>
<td>55.02%</td>
</tr>
<tr>
<td>alhamdulillah</td>
<td>52.55%</td>
</tr>
<tr>
<td>Beruntunglah orang yang diam</td>
<td>38.48%</td>
</tr>
<tr>
<td>Islam</td>
<td>57.19%</td>
</tr>
<tr>
<td>seorang hamba</td>
<td>55.02%</td>
</tr>
</tbody>
</table>

From the Naïve Bayes experiment table on the dataset, the highest accuracy is 94.5%, the lowest accuracy level is 38.48%, and the average accuracy is 64.91%.

Results of the Decision Tree Experiment (C4.5)

In the C4.5 algorithm experiment, it is done by entering the same keyword as the Naive Bayes algorithm experiment. The following are the experimental results of the datasets that have been obtained using the C4.5 algorithm.

Table 2: The obtained results from C4.5 experiments

<table>
<thead>
<tr>
<th>Words</th>
<th>The Accuracy of Averages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rasullullah</td>
<td>89.84%</td>
</tr>
<tr>
<td>Shalat</td>
<td>83.72%</td>
</tr>
<tr>
<td>Air</td>
<td>75.14%</td>
</tr>
<tr>
<td>Allah</td>
<td>95.01%</td>
</tr>
<tr>
<td>Telah menceritakan kepada kami</td>
<td>72.02%</td>
</tr>
<tr>
<td>berbicara dusta</td>
<td>69.57%</td>
</tr>
<tr>
<td>alhamdulillah</td>
<td>62%</td>
</tr>
<tr>
<td>Beruntunglah orang yang diam</td>
<td>53.03%</td>
</tr>
<tr>
<td>Islam</td>
<td>57.36%</td>
</tr>
<tr>
<td>seorang hamba</td>
<td>69.57%</td>
</tr>
</tbody>
</table>

From the C4.5 experiment table on the dataset, the highest accuracy is 95.01%, the lowest accuracy level is 53.03%, and the average accuracy is 72.73%.

Validation

Validation is an action that proves that a process/method can provide consistent results in accordance with established specifications and is well documented.

After experimenting on the Naïve Bayes and C4.5 algorithms, the following algorithm is obtained:
CONCLUSION

The experimental results of the Decision Tree algorithm (C4.5), resulted in an accuracy rate of 7.81% greater than that of Naïve Bayes. From the results of the study, it can be concluded that the C4.5 algorithm has a better level of accuracy compared to Naïve Bayes for the classification of hadith levels. However, it is recommended for further research to experiment with other models so that a better level of accuracy can be obtained.
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